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ABSTRACT

This paper presents a humanoid robot (Nao) that provides
real-time sociofeedback to participants taking part in two-
person dialogs. The sociofeedback system quantifies speech
mannerism and social behavior of participants in an ongoing
conversation, determines whether feedback is required, and
delivers feedback through Nao. For example, Nao alarms the
speaker(s) when the voice is too high or too low, or when
the conversation is not proceeding well due to disagreements
or numerous interruptions. In this study, participants are
asked to participate in two-person conversations with the
Nao robot as mediator. They then assess the received so-
ciofeedback with respect to various aspects, including its
content, appropriateness, and timing. Participants also eval-
uate their overall perception of Nao as social mediator via
the Godspeed questionnaire. The results indicate that Nao
can be effectively used to provide sociofeedback in discus-
sions. The results of this research may be used in develop-
ing natural human-robot interaction for social mediators in
a multi-party dialog system.

Categories and Subject Descriptors

H.5.2 [Information Interfaces and Presentation]: Mis-
cellaneous; D.2.8 [Robotics]: Commercial Robots and Ap-
plications; J.4 [Computer Applications]: Social and Be-
havioural Sciences

General Terms

Human Factors, Design, Experimentation
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1. INTRODUCTION

One of the key objectives of research and development
in robotics is to come up with various robots than can as-
sist humans in everyday domestic environments. Nowadays,
robots are increasingly being viewed as social entities to be
integrated in our daily lives. Socially interactive robots are
used to communicate, express and perceive emotions, main-
tain social relationships, interpret natural cues, and develop
social competencies [1, 2]. Prominent application scenarios
for such robots are manifold and span from shopping robots
[3] and tour guides [4] to home assistance and care [5, 6] etc.

With increasing demand of robots for domestic environ-
ments, research on human-robot interaction (HRI) has gained
more and more importance. In order to enhance human-
robot interaction, the need for integration of social intelli-
gence in such robots has become a necessity [7, 8, 9]. So-
cially intelligent robots can effectively engage with humans
and maintain a natural interaction with them over extended
periods of time.

Understanding of human behavior is a necessary require-
ment for allowing a robot to behave in a socially intelligent
manner [10]. If a robot can understand the behavior of hu-
mans with whom it is interacting, then it can respond ac-
cordingly. HRI in multi-party dialogs [11] can be greatly im-
proved if the robots are able to interpret the human behavior
to some extent. Human behavior involves various patterns of
actions and activities, attitudes, affective states, social sig-
nals, semantic descriptions and contextual properties [12]. A
promising approach for human behavior understanding is to
apply pattern recognition and automatically deduce various
aspects of human behavior from different kinds of recordings
and measurements, e.g., audio and video recordings [13].

In [14], we presented a novel approach towards compre-
hensive real-time analysis of speech mannerism and social
behavior. We performed non-verbal speech analysis to ana-
lyze human behavior. Non-verbal speech metrics are a direct
manifestation of human behavior, and play a vital role for
the meetings to be pleasant, productive, and efficient [15].



By considering these low-level speech metrics, we quantified
speech mannerisms and sociometrics, i.e., interest, agree-
ment and dominance of the speakers. We collected a diverse
speech corpus of two-person face-to-face conversations; it
allowed us to train machine learning algorithms for reliable
5-level classification of the sociometrics with speech metrics
as input features. The combined metrics for speech manner-
ism and social behavior provided a clear picture of human
behavior in dialogs. Such information could be used to pro-
vide appropriate feedback via Nao in real-time.

In [16], we conducted a preliminary user study to inves-
tigate how sociofeedback could be provided via a humanoid
robot, Nao. It is widely accepted that the combination of
modalities and capabilities improves human-robot interac-
tion. We adopted a very simple way to evaluate this by sys-
tematically varying each modality. We conducted a study
by providing users with sociofeedback in open-loop condi-
tions i.e. the participants of the survey needed to assess six
basic feedback messages delivered by Nao, without actually
participating in a conversation. The participants were then
asked to assess sociofeedback messages with only audio, and
later a combination of audio and gestures. The user study
confirmed the hypothesis that combining two modalities, i.e.
audio and gestures, helps the participants to identify the so-
ciofeedback messages in a much better way.

In this paper, we wish to extend our work and integrate
our sociofeedback system with Nao to investigate the per-
ception of humanoids as social mediators in two-person di-
alogs. This paper presents the following contributions and
novelties:

e We integrate a real-time sociofeedback system that an-
alyzes nonverbal speech metrics to assess the social
states of participants in a two-person conversation with
a humanoid robot, Nao. The robot uses this informa-
tion and effectively provides an appropriate feedback
in real-time. Currently, we limit ourselves to six social
states only.

e We conducted a user study with 20 participants (17
males, 3 females). Each participant received sociofeed-
back via Nao for all six social states. Participants were
then asked to evaluate several aspects of sociofeedback
e.g. whether they agree with the feedback, whether
they like the feedback, whether they feel they received
the feedback timely. We asked them to provide assess-
ment of each feedback they received during the conver-
sation.

e We also investigated the overall experience of users
about Nao. The participants were asked to rate the
anthropomorphism, animacy, likability, perceived in-
telligence and perceived safety by means of Godspeed
questionnaire [17].

The paper is structured as follows. In Section 2, we de-
scribe related work. In Section 3, we present a brief overview
of the sociofeedback system, where the Nao robot provides
feedback to participants of two-person dialogs. In Section 4,
we explain how we designed experiments to participants as-
sess the sociofeedback delivered by Nao robot. In Section 5,
we present our results, and in Section 6, we offer concluding
remarks and suggest several topics for future research.

2. RELATED WORK

In this section, we briefly discuss related work on so-
cially aware robotic systems, their applications and relevant
user studies to assess human-robot interaction. In the re-
cent past, many social robots have been designed for real
world interactions e.g. Kismet [18], Mel [19], Pearl [20],
Robovie [21], and Robota [22], and Paro [23]. Nowadays, so-
cial robots are successfully helping children in their social,
emotional and communication deficits. They create inter-
esting, appealing, and meaningful interplay situations that
compel children to interact with them. One of the emerg-
ing applications of social robotics is the therapy of children
with autism [24, 25, 26]. The roles and benefits of socially
aware robots for therapy of children with autism is reviewed
n [27]. Similarly, social robots are being actively deployed
in nursing homes for assistance of the elderly. Those stud-
ies typically investigate what different social functions the
device can play in the living environment of the elderly, as
well as how social functions can facilitate actual usage of the
device [23].

Apart from that, many application-centric social robots
are being deployed in domestic environments where the goal
is to interact with humans as naturally as possible. HCI
Institute has developed an advisor robot that traces peo-
ple’s mental mode from a robot’s physical attributes [28].
Similarly, iCAT has been deployed in [29] to investigate
dynamic multi-party social interaction with a robot agent.
CALO meeting assistant [30] provides for distributed meet-
ing capture, annotation, automatic transcription and se-
mantic analysis of multiparty meetings. Similarly, Furhat
[31] has been designed to facilitate multimodal multiparty
human-machine dialogues.

In order to validate the performance of human-robot inter-
action, many user studies have been conducted to assess how
humans perceive robots in their specific roles. Such studies
rate the human-robot interaction with respect to likability,
perceived safety, anthropomorphism, animacy etc. For ex-
ample, The work presented in [32] investigated how humans
perceive affect from robot motion. The work in [33] was
carried out to prove that humans do perceive different af-
fect by observing different motions of the robot. Similarly,
in [34] studies have been carried out to see if humans can
identify emotions expressed by a humanoid using gestures.
In [35] Nao narrated a three minute story to a group of par-
ticipants. The study investigated the effect of gazing and
gestures on the persuasion of the robot. In [36], experi-
ments were carried out to understand whether a robot can
effectively modify its speech according to the speaker’s be-
havior.

In this paper, our focus is on a specific application. We
are using a humanoid, Nao, as social mediator to facilitate
dyadic conversations. Therefore, we conducted a study to
investigate, in detail, different aspects of human-robot in-
teraction when Nao provides a real-time sociofeedback to
participants in a two-person face-to-face dialog.

3. SYSTEM OVERVIEW

This section is structured as follows. First, we explain the
hardware setup for audio recording of conversations. Next,
we briefly describe the extraction of nonverbal speech cues.
Then, we explain how we infer social states from those cues.
Finally, we illustrate how Nao uses social states to provide
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Figure 1: System Overview. The system records audio data, computes several conversational and prosodic
features, and from those features, determines levels of interest, agreement, and dominance via support vector

machines (SVM).

real-time sociofeedback. The overall system is illustrated in
Fig.1.

3.1 Sensing and Recording

We adopt easy-to-use portable equipment for recording
conversations; it consists of lapel microphones for each of
the two speakers and an audio H4N recorder that allows
multiple microphones to be interfaced with the laptop. The
audio data is recorded in brief consecutive segments as a
2-channel audio .wave file and sent to the laptop (2GHz
dual-core processor and 2GB RAM) running MATLAB.

3.2 Extraction of Non-Verbal Cues

We consider two types of low-level speech metrics: conver-
sational and prosody related cues. The conversational cues
account for who is speaking, when and how much, while the
prosodic cues quantify how people talk during their con-
versations. We compute the following conversational cues:
the number of natural turns, speaking percentage, mutual si-
lence percentage, turn duration, natural interjections, speak-
ing interjections, interruptions, failed interruptions, speak-
ing rate and response time. Fig.2 shows an illustration of
audio cues. Speaking and non-speaking regions are shown
as black and white respectively. We consider the follow-
ing prosodic cues: amplitude, larynx frequency (FO0), for-
mants(F1, F2, F3), and mel-frequency cepstral coefficients
(MFCCs); those cues are extracted from 30ms segments at
a fixed interval of 10ms. Those cues fluctuate rapidly in
time. Therefore, we compute various statistics of those cues
over a time period of several seconds, including minimum,
maximum, mean and entropy to infer speaking mannerisms.

Status of both speakers (Speaking/Non-Speaking

Natural Turn _
—/
GEEEE  e——
Failed Interruption _
o ~
— |
Interjection

Figure 2: Illustration of turn-taking, interruption,
failed interruption, and interjection. Those conver-
sational cues are derived from the binary speaking
status (speaking vs. non-speaking).

3.3 Social State Estimation

Once the speech cues are calculated, they are fed to ma-
chine learning algorithms such as Support Vector Machines
(SVMs) to deduce social state of participants. Speaking
mannerisms are quantitatively assessed by low-level speech
metrics such as volume, rate, and pitch of speech. The so-
cial behavior is quantified by sociometrics including level of
interest, agreement, and dominance. Together, they provide
a comprehensive picture of the social state of participants in
dialogs. On a 2GB dual-core processor with 2GB RAM, It
takes approximately 5 seconds to train each SVM, about 5-
10 seconds to perform speech detection and compute speech
cues from 2-3 min dialogs, and less than a second to perform
multi-class classification by SVM, yielding the levels of in-
terest, agreement, and dominance. Therefore, on that com-
puter platform, the total time required for inferring those so-
cial indicators from a 2-3 min dialog is about 5-10 seconds,
allowing us to perform such analysis in real-time settings
with limited delay.

3.4 Feedback Generation via Nao

Once the social state is estimated, appropriate feedback
is generated by Nao. The behavior of Nao is programmed
via Choreographe. The Nao robot incorporates inertial sen-
sors, force sensitive resistors, Hall effect sensors, infrared
and sonar receivers coupled with its axes that give it 25 de-
grees of freedom. This multitude of sensors and actuators
equips the robot with high level of stability and fluidity in
its movements. However, in our experiments we only used
very basic movements to simulate gestures along with text
to speech generation in order to deliver the audio message.
The time taken by Nao to deliver the audio message along
with gestures is approximately 3 to 4 seconds. Table 1 pro-
vides an overview of the six feedback messages considered
in this study.

4. EXPERIMENTS

In this section, we first explain the experimental proce-
dure. Next, we discuss how we assessed the user experience.

4.1 Experimental Procedure

The aim of the experiment is to investigate whether Nao
can interact as a social mediator in a two-person dialog.
We invited participants to have a scenario-based conversa-
tion. In each scenario, participants were asked to behave
in a certain way, e.g., talk too loud, talk too much, or in-
terrupt frequently. Each experiment contained six scenarios
(see Fig. 3). In order to facilitate the scenario-based conver-
sations, we asked the participants to follow scripted conver-



sations. For each conversation, we invited one subject at a
time and asked him/her to act as a protagonist of the con-
versation. The role of the other participant remained neu-
tral and supportive; the second participant was responsible
for maintaining the flow of conversation. Each conversation
lasted about 60 to 70s, and was analyzed in real-time by the
sociofeedback system described in Section 3 (see also Fig. 1).
Table 1 illustrates the sociofeedback generated by Nao along
with the content of the message for each of the six scenarios.
The experiment is conducted as follows:

A ) Feedback A )

Dialog: Dialog:

- . () Assessment ™) X
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ul © 60s70s

0
.
.

Briefing the
Participants
about the
experiments
I
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Questionnaire Scenario6
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Figure 3: Different components of the experimental
procedure. The experiments lasts about 20 minutes,
with estimated duration of each component as indi-
cated.

e First, we setup the recording system properly.

e The two speakers sit about 1.5m apart so that each
microphone only records the voice of the respective
speaker, and there is no interference from the other
speaker.

e We attach the lapel microphones to the speakers in
proper manner, in order to obtain a high-quality record-
ing.

e The participant (protagonist) is briefed about the ex-
periment.

e The (protagonist) participant and the (support) par-
ticipant have six conversations, following six different
scenarios. Each conversation is about one minute in
duration.

e Nao robot gives feedback after each conversation.

e The (protagonist) participant fills a questionnaire af-
ter each conversation, in order to rate his/her opinion
about the feedback delivered by the robot.

e At the end of the experiment, the (protagonist) par-
ticipant complete the Godspeed questionnaire in order
to rate the Nao robot in the role of a social mediator.

The experiment included 20 participants in total (17 males
and 3 females) with an average age of 23 and standard de-
viation of 2.42. Each experiment lasted about 20 minutes.

4.2 Assessment of Social Mediator

At the end of each conversation, the (protagonist) partic-
ipant filled an assessment form about the received feedback.
The questions concern different aspects of the feedback, in-
cluding the content of feedback, likability, and timing (see

Gestures

Description

Normal: “Good, carry on”.
If a good and normal conver-
sation is going on Nao pro-
vides this feedback.

Uninterested: “You both
seem uninterested”. Nao
will invite the speakers
to contribute more to the
discussion, when both of
the speakers have not been
speaking for a period of
time.

Slow down: “You are talk-
ing a lot”. Nao will ask the
speaker to slow down when
he/she is speaking too much.

Calm down: “Please calm
down”. Nao will ask the
speaker to calm down if the
speaker is being too aggres-
sive.

Speak louder: “I am sorry,
I cannot hear you”. When
one or both of the speak-
ers are speaking too softly,
Nao will ask them to in-
crease their volume.

Too noisy: “Please lower
your volume”. When the
speakers are being too loud,
Nao will give feedback about
the noise.

Table 1: This table shows the gesture in one column
and their corresponding description in the second.



Question

Q1 | Did you notice when the socio-feedback
system was addressing you?

Q2 | Did you notice when the socio-feedback
system was addressing others?

Q3 | Was the timing of socio-feedback appropri-
ate?

Q4 | Did the socio-feedback system interrupt
the conversation?

Q5 | Was the interaction natural?

Q6 | Did you understand the message given by
the socio-feedback?

Q7 | Did you agree with the given feedback?
Q8 | Did you enjoy using the socio-feedback sys-
tem?

Table 2: Questions of the assessment form.

Table 2). At the end of all six conversations, the (protag-
onist) participant rated his/her experience of Nao as social
mediator via the Godspeed questionnaire. In order to keep
the assessments consistent, we adopted a 5-likert scale for
both questionnaires.

S. RESULTS AND DISCUSSIONS

In this section, we present results of the assessments made
by participants. Fig.4 shows the box plots of user rating val-
ues for each question; each subfigure shows the rating values
for each feedback. Rating value of 1 means the minimum
score and 5 means maximum.

It can be seen from Fig.4 that sociofeedback via Nao re-
ceived high ratings in most cases. @1 and @2 asked the par-
ticipants if they could tell when Nao was addressing them or
the other speaker. The high values for all the cases show that
the participants could distinguish among feedbacks meant
for them and feedbacks meant for the other speaker. In
@3, we asked participants about the timing of the feedback.
Although, most participants stated that Nao gave feedback
timely, there is still room for improvement. Ratings of Q4
suggests that participants at times felt they were interrupted
by Nao. The timing can be improved by waiting for the
speaker to stop his/her sentence or by getting attention of
the speaker using some gesture and then delivering the feed-
back message. Furthermore, in @5 and @6 high ratings re-
veal that interaction between Nao and the participants was
fairly natural and Nao spoke with clarity. In Q7, we asked
if the participants agreed with the feedback they received.
The rating for this question is really high showing partici-
pants’ agreement with the feedback. Similarly, high ratings
in @8 confirm that participants like the feedback from Nao.
The average ratings for each question (Q1— @8) can be seen
in Table 3. Each column shows average rating values of
assessment questions for different scenarios.

At the end of the experiment the participants were asked
to fill a god speed questionnaire. The purpose was to get
user opinion about the robot in the role of a social mediator.
Table 4 shows the user rating value averages for each of the
god speed criteria.

The Godspeed questionnaire contains a collection of mea-
sures for evaluating a social robot, including anthropomor-
phism (similarity to human form), animacy (life likeness),
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Figure 4: Box plots of participant’s ratings for each
of the six scenarios.

likeability (personal likeness of the participant), perceived
intelligence, and perceived safety of a robot. The scores for
likeability are the highest. In other words, the participants
seemed to like Nao, and perceived it as friendly. Anthropo-
morphism also has good ratings. The robot is rated highly
human-like but the motions of the robot can be improved to
make it more elegant. The animacy of Nao is also rated high
by the participants. Thus Nao was considered as highly in-
teractive. Likewise, the participants perceived the robot as
knowledgeable and intelligent. However, Nao received mod-
erate ratings for its perceived safety suggesting there is a
room for improvement to make participants more comfort-
able in the presence of Nao. Perceived safety is related to
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Table 3: Average rating values of each assessment
question. Each column shows the rating values for
each question where each row represents social sce-
nario.

Characteristics Average Values
Anthropomorphism
Machine/human like 4
Moving rigidly /elegantly 3
Animacy
Mechanical /organic 4
Inert/interactive 4
Likability
Dislike/like 5
Unfriendly /friendly 4
Perceived Intelligence
Ignorant /knowledgeable 4
Unintelligent /intelligent 4
Perceived Safety
Calm/agitated 3
Quiescent /surprised 3

Table 4: Average values of Godspeed questionnaire.

the size of the robot. Nao is a small robot (2 feet); when
people interact with Nao while they are standing, the safety
value is usually very good [37]. In our case, Nao is seated
very close to the participants (see Fig.1), which may explain
why the safety value is high in our experiments.

We also asked whether they would like to receive sociofeed-
back or not. Out of 20 participants, 19 responded in favor of
receiving sociofeedback. We also inquired about their pre-
ferred platform for sociofeedback. We asked them to choose
between android application, Skype VoIP application, smart
glasses, Nao robot, and virtual human.

FEEDBACK PLATFORMS

301

251

Percentages (%)

0
Android App  Skype App Smart Glasses Nao Robot Virtual Humans

Figure 5: Feedback platforms shown with respective
percentage of participants’ choice.

The results can be seen in Fig.5. 30% of the participants
chose virtual humans as their preferred feedback delivery
platform. Nao robot was chosen 27%, android application
22%, skype application 12% and smart glasses were chosen
by 9% of the participants.

We also asked the participants to leave any suggestion
that they might have about the experiment. Mostly we got
good comments by the participants. Some participants sug-
gested improvements about the feedback.These suggestions
were about feedback timing and about making interaction
more natural. We intend to work on further improvements
of our setup in light of these suggestions.



6. CONCLUSION AND FUTURE WORK

In this paper, we presented a user study to assess how
Nao is perceived by people in the role of social mediator in
two-person dialogs. In this setting, Nao robot monitors an
ongoing conversation, and provides feedback to the partic-
ipants regarding speaking mannerism and other behaviors.
We aimed to investigate how effectively the feedback from
the humanoid robot is perceived by humans. To this end,
we conducted a survey with 20 participants, where six dif-
ferent feedback messages delivered by the robot were evalu-
ated. The participants were part of a scenario-based dialog.
Participants were engaged in a discussion, and the feedback
messages were delivered by Nao to the participants in real-
time. They followed a scripted conversation and enacted a
certain scenario. Sociofeedback system analysed the conver-
sation and based on the analysis Nao provided the feedback.
Participants provided us with an assessment after receiving
each feedback. They assessed the content, timing, relevance
and their liking of the feedback. At the end, each participant
completed a Godspeed questionnaire to assess the robot in
the role of social mediator. We observed that the partici-
pants clearly liked receiving feedback from Nao robot. The
agreement scores are very high showing that participnats
agreed with the provided feedback. There is room for im-
provement in the timing of the feedback. We will try to im-
prove the timing in future experiments. The results of the
Godspeed questionnaire suggest that the participants really
liked the humanoid robot Nao in this experiment. The rat-
ings for all Godspeed criteria are high. Only with regard
to perceived safety, the evaluation was only mildly positive;
this may be explained by the fact that the robot was sitting
near the participants. However, the average rating is still
acceptable, and this issue may not be very critical.

Overall, this study suggests that sociofeedback by the Nao
robot can be accurately identified and is appreciated by par-
ticipants. In future, we aim to further improve the social
state estimation. To this end, we will collect multi-modal
(audio and video) datasets for training the system. Secondly,
we will attempt to scale the proposed system to multi-party
dialogs. We also intend to further improve the feedback de-
livery of Nao and make it look more interactive, so that in
future it can be a part of real world group discussions.
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